
Companies often promote their produ
ts by hiding something inside and promising a reward for those who 
olle
t

and send ba
k a 
ertain number of these items. In this paper we formulate a typi
al problem related to this 
ommer
ial

te
hnique, and investigate the solution by means of the theory of probability.

The problem is the following. Suppose that a manufa
turer produ
es a 
ertain kind of soft drink, and it marks the

inside of the 
ap of ea
h bottle with a 
oloured square. The task is to 
olle
t one of ea
h of the six di�erent 
olours for

a reward. How many bottles do we expe
t to have to buy? (The reader is en
ouraged to guess.) In the solution, the

following 
onditions will be important: there is exa
tly one 
oloured square in ea
h 
ap, the manufa
turer produ
es a

large quantity of the drink, and the 
olours are distributed evenly.

Throughout this arti
le we are going to use the terminology of probability theory, and will, but only brie�y, explain

its basi
 notions in an elementary (and somewhat sloppy) way.

The �rst 
on
ept is that of a random variable, whose name refers to a fun
tion that assigns (at least for the purpose

of this paper) a real number to ea
h possible out
ome of a random event. The random variable is said to be dis
rete if

it 
an only assume a �nite number of values or, if the set of its values is in�nite but denumerable. (All random variables

in this paper will be dis
rete.) Let X denote the random variable in our dis
ussions. The distribution of a random

variable des
ribes the probabilities that belong to the various values of the random variable, and these (ne
essarily

non-negative) probabilities should add up to 1. Consider, for example a fair die with the number 3 written on one

fa
e, 6 on two fa
es and 8 on the remaining three fa
es. The value of the random variable X is the number read on

top when the die has been rolled. The table below shows the values and the distribution of X .

The values of the random variable 3 6 8

The distribution of the variable

1

6

1

3

1

2

If an experiment is 
arried out a large number of times, then the arithmeti
 mean of the values of X observed will

be varying around a 
ertain number 
alled the expe
ted value, or expe
tation of the random variable, and is usually

denoted by E(X). A more pre
ise de�nition of the expe
ted value of a dis
rete random variable is as follows:

If the values of a dis
rete random variable X are x1, x2, . . . , xn, . . . and the 
orresponding probabilities are p1, p2, . . . , pn, . . . ,

respe
tively, then the expe
ted value of the variable is E(X) =
∑

i

pixi, provided that the sum is �nite. The expe
tation

is said to be in�nite otherwise.

In 
ase of the die in the above example, the expe
ted value is

E(X) = 3 · 1
6
+ 6 · 1

3
+ 8 · 1

2
= 6.5.

If the trial has an in�nite number of possible out
omes � for example when we are investigating the number of tosses

needed for a 
oin to land on head � the sum in the above de�nition has in�nitely many terms. The expe
ted value exists

if the 
orresponding series 
onverges, and it is equal to the sum of the series as de�ned in real analysis. Convergent

series with positive terms are in many ways like �nite sums: their terms 
an be rearranged or grouped, and it is allowed

to multiply ea
h term by a number and su
h series 
an be summed up term by term. These legal transformations will

be used in the paper without any further explanation.

Note that a random variable does not ne
essarily have a �nite expe
tation, and even if it does, the expe
ted value

is not ne
essarily equal to any of the values xi. Furthermore, if it happens to 
oin
ide with a 
ertain value xi, it is not

ne
essarily the most probable value.

Now let us return to the original problem.

In Solution 1 let the random variable X denote the number of bottles we buy until we �rst 
olle
t all the six

di�erent 
olours. Sin
e we obviously need at least six of them, the possible values of X are 6, 7, 8, 9, . . . . The question
is the number of bottles we should expe
t to buy. What does that mean? We 
annot expe
t that whenever we have

bought a 
ertain �xed number of bottles, we are going to have all the 
olours. The meaning of the number in question

is the average of the number of pur
hases if we repeat the 
olle
tion several times or, equivalently, if there are several

people buying bottles with 
oloured squares in the 
aps. In other words, the number in question is the expe
ted value

of the random variable X . In order to determine this expe
tation, we need to know the distribution of the random

variableX , that is the probabilities of ea
h of the values 6, 7, 8, 9, . . . X may assume. In general: what is the probability

that it is the n-th bottle we buy that makes our 
olle
tion of six 
olours 
omplete? The probability is found by dividing

the number of favourable 
ases by the total number of possible out
omes. There may be six di�erent 
olours found in

ea
h of the n pur
hases. Hen
e the total number of 
ases is 6n. In favourable 
ases, only 5 
olours o

ur during the

�rst (n− 1) pur
hases, but not fewer.
The number of su
h out
omes 
an be found with an appli
ation of the logi
al sieve:

If ea
h of N obje
ts may have some of the properties a1, a2, . . . , an, and N(x y z . . . ) denotes the number of

obje
ts having the properties x, y, z, . . . , then the number N∗
of those obje
ts having none of the listed properties is

N∗ = N −
(

N(a1) +N(a2) + · · ·+N(an)
)

+
(

N(a1 a2) + · · ·+N(an−1 an)
)

−
(

N(a1 a2 a3) + · · ·+N(an−2 an−1 an)
)

+ · · ·+ (−1)
n
N(a1 a2 . . . an).
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How 
an this theorem be applied to our problem? Suppose we keep a re
ord of our pur
hases by pla
ing marks of

the appropriate 
olour on a strip of paper. Having 
ompleted the (n − 1) pur
hases, we will have a string of (n − 1)

oloured marks. This string of marks will play the role of the obje
ts in the above theorem. Sin
e ea
h mark may have

one of (n− 1) di�erent 
olours, 5n−1
strings are possible, that is, N = 5n−1

. Let the property ai (i = 1, 2, 3, 4, 5) mean

that the i-th 
olour does not o

ur in the string. Similarly, let aij denote the absen
e of both the i-th and j-th 
olours,

and so on. In this notation, N∗

stands for the number of strings that 
ontain all �ve 
olours. (That is what we want

to 
al
ulate.)

N(a1) + N(a2) + · · · + N(a5) is the number of strings missing one 
olour. That 
olour may be any one of the

5 
olours, that 
an be sele
ted in

(

5

1

)

= 5 ways. The remaining 4 
olours are possible in ea
h position, and there are

4n−1

hoi
es for this. Thus the number of su
h strings is 5 · 4n−1

.

N(a1 a2)+ · · ·+N(a4 a5) is the number of strings missing 2 
olours. Those two 
olours 
an be sele
ted in

(

5

2

)

= 10

ways, with 3 
hoi
es remaining for ea
h position. Thus there are 10 · 3n−1
su
h strings.

Similarly, the number of possible strings missing 3 
olours is 10 · 2n−1
, and �nally there are 5 strings missing

4 
olours.

Therefore N∗ = 5n−1 − 5 · 4n−1 +10 · 3n−1 − 10 · 2n−1 +5. Sin
e the 
olour that does not o

ur in the �rst (n− 1)
pur
hases 
an be any of 6 di�erent 
olours, the number of favourable out
omes is 6 · (5n−1 − 5 · 4n−1 +10 · 3n−1 − 10 ·
2n−1 + 5).

Hen
e the probability pn in question is

pn =
6 · (5n−1 − 5 · 4n−1 + 10 · 3n−1 − 10 · 2n−1 + 5)

6n

=

(

5

6

)n−1

− 5 ·
(

4

6

)n−1

+ 10 ·
(

3

6

)n−1

− 10 ·
(

2

6

)n−1

+ 5 ·
(

1

6

)n−1

.

Now we 
an 
al
ulate the expe
ted value:

E(X) =

∞
∑

n=6

npn =

∞
∑

n=6

n

(

5

6

)n−1

− 5 ·
∞
∑

n=6

n

(

4

6

)n−1

+ 10 ·
∞
∑

n=6

n

(

3

6

)n−1

− 10 ·
∞
∑

n=6

n

(

2

6

)n−1

+ 5 ·
∞
∑

n=6

n

(

1

6

)n−1

.

Dis
arding the 
oe�
ients, ea
h term is an in�nite series of the form

∞
∑

n=6

nqn−1
. Let S denote this expression, and

multiply the equality by q:

qS = 6q6 + 7q7 + 8q8 + 9q9 + 10q10 + · · ·+ nqn + · · · .
Now subtra
t the two equalities:

(1− q)S = 6q5 + q6 + q7 + q8 + q9 + · · ·+ qn + · · ·

= 6q5 + q6(1 + q + q2 + q3 + · · ·+ qn + · · · ).

It is known that for |q| < 1 the in�nite geometri
 series 1 + q + q2 + · · ·+ qn + · · · is 
onvergent and its sum is

1

1− q
.

Hen
e (1− q)S = 6q5 + q6
1

1− q
and thus

S = q5
6− 5q

(1− q)2
.

(Here we did a little bit of 
heating. Guess where, and how it 
an be �xed.)

Now we 
an plug the numbers

5

6
,

4

6
,

3

6
,

2

6
,

1

6
for q (|q| < 1 in ea
h 
ase) to obtain the expe
ted value:

E(X) = 66 ·
(

5

6

)5

− 120 ·
(

4

6

)5

+ 140 ·
(

3

6

)5

− 97.5 ·
(

2

6

)5

+ 37.2 ·
(

1

6

)5

= 14.7.

There is also a more elegant way to 
al
ulate the same expe
ted value.

Solution 2 is based on the additive property of the expe
ted value. It is easy to show that if the random variable

X is obtained as the sum of the random variables X1, X2, . . . , Xn, that is, X = X1 + X2 + · · · + Xn, then E(X) =
E(X1) + E(X2) + · · ·+ E(Xn).
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Let the random variable X1 denote the number of bottles we need to buy to get one 
ontaining the �rst 
olour

in the 
ap, let X2 denote the number of additional bottles to buy in order to have a se
ond 
olour, and so on. It is


lear that the sum of the random variables Xi (i = 1, 2, 3, 4, 5, 6) is equal to the random variable X . (It is also 
lear

that the values of the variables Xi are independent of ea
h other. Independen
e is not a ne
essary 
ondition for the

additive property of the expe
ted value, but it will play an important role later on.)

Buying the �rst bottle of drink we will 
ertainly have a 
olour we have not had before, so E(X1) = 1. The probability

of �nding a square of a di�erent 
olour in the 
ap of the next bottle bought is

5

6
. What is the expe
ted value of the

number of pur
hases needed to get hold of a se
ond 
olour? In other words, what is E(X2)?
That 
an be determined (by using the de�nition of the expe
ted value) as follows: 1 times the probability of getting

it for the �rst time plus 2 times the probability of two pur
hases needed, and so on to in�nity, sin
e in prin
iple we

may keep �nding the same 
olour in the 
ap forever. Therefore

E(X2) = 1 ·
(

5

6

)

+ 2 ·
(

1

6

)(

5

6

)

+ 3 ·
(

1

6

)2 (

5

6

)

+ 4 ·
(

1

6

)3 (

5

6

)

+ · · ·

=

(

5

6

)

·
[

1 + 2

(

1

6

)

+ 3

(

1

6

)2

+ 4

(

1

6

)3

+ · · ·
]

.

The sum of the in�nite series in the bra
kets is

(

6

5

)2

, it 
an be evaluated in a similar way as in Solution 1. On
e we

have two squares of di�erent 
olours, the probability of �nding a third 
olour in the 
ap of another bottle is

4

6
, and

a

ordingly, the expe
ted value of the number of additional pur
hases to get a third 
olour is

6

4
. Likewise, we get

6

3

for a fourth 
olour,

6

2
for a �fth one, and �nally

6

1
for the last 
olour.

Hen
e the expe
ted value of the total number of bottles to buy in order to get all the six di�erent 
olours is

1 +
6

5
+

6

4
+

6

3
+

6

2
+

6

1
= 14.7.

Solution 2 will be
ome simpler by pointing out that the distribution of the variables Xi is 
alled a geometri


distribution, whose expe
tation is known to be the re
ipro
al of the probability of �su

ess�.

We have 
al
ulated the expe
ted value in two di�erent ways. However, this is but a �theoreti
al� value around

whi
h the a
tual number of pur
hases will s
atter. Although the expe
ted value is 14.7, we may still have to buy more

than 50 bottles before we get the sixth 
olour, or if we are lu
ky, six bottles may also be enough. But what are the

odds that we need to buy so many (or so few) bottles? (Using 
ommon sense, we would say: not mu
h.) In order

to answer this we need to determine how mu
h the a
tual values of the random variable s
atter about the expe
ted

value. Standard deviation is a measure for that. Its square is 
alled the varian
e, and is denoted by D2(X). Varian
e
expresses the expe
ted value of the square of the deviation of X from the expe
ted value E(X), that is

D2(X) = E
([

X − E(X)
]2)

.

It is often easier to 
al
ulate the varian
e by means of the equality D2(X) = E(X2) −
(

E(X)
)2
. We may apply this

relation to determine the varian
e of the random variable X introdu
ed in Solution 1. Although the 
al
ulation is not

di�
ult, it is somewhat tedious, and we leave it to the reader so that he 
an 
he
k his skills. It is mu
h simpler to

determine the varian
e of the random variable of the exemplary die. Thus we get

D2(X) =

(

9 · 1
6
+ 36 · 1

3
+ 64 · 1

2

)

− 6.52 = 3.25.

In Solution 2, the standard deviation is easily 
al
ulated by applying the additive property of varian
e to the varian
es

of the geometri
ally distributed variables. (The independen
e of the random variables is ne
essary for the additivity

of varian
es. Re
all that the variables Xi introdu
ed in Solution 2 were independent.) The varian
e of a geometri
ally

distributed variable in general is D2(X) =
1− p

p2
, where p is the probability of the event whose �rst o

urren
e is

investigated in the experiment.

In our problem, the varian
e is 0 until the �rst 
olour is obtained (sin
e the �rst 
olour will always o

ur on the
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�rst pur
hase, that is p = 1). Then

the varian
e up to the appearan
e of the se
ond 
olour: 0,24, p =
5

6

the varian
e up to the appearan
e of the third 
olour: 0,75, p =
4

6

the varian
e up to the appearan
e of the fourth 
olour: 2, p =
3

6

the varian
e up to the appearan
e of the �fth 
olour: 6, p =
2

6

the varian
e up to the appearan
e of the sixth 
olour: 30, p =
1

6
.

The sum of the varian
es is thus

D2(X) = 0 + 0.24 + 0.75 + 2 + 6 + 30 = 38.99.

A

ordingly, the standard deviation is D(X) =
√
38.99 = 6.2442.

The expe
ted value is 14.7, and now we also know that the standard deviation is about 6.2. This result in itself

still does not reveal very mu
h, sin
e the a
tual number of ne
essary pur
hases may still deviate from the expe
ted

value by mu
h more than the standard deviation. The probability of a �large� deviation, however, is small. We 
an use

Chebyshev's inequality for an estimation. It 
laims the following:

If λ is an arbitrary real number greater than 1, then the probability that a random variable will deviate from its

expe
ted value by more than λ times its standard deviation is no greater than the re
ipro
al of the square of λ.

Stated in a more formal way:

P
(∣

∣X − E(X)
∣

∣ ≥ λ ·D(X)
)

≤ 1

λ2
.

Hen
e, for example, the probability of having to buy more than 27 bottles (whi
h di�ers from the expe
ted value by

about two standard deviations) is no more than 0.25. If a number ε is substituted for the expression λ · D(X), the
inequality takes the following form:

P
(
∣

∣X − E(X)
∣

∣ ≥ ε
)

≤ D2(X)

ε2
.

This form 
an be used for �nding an upper bound for the probability of the number of a
tual pur
hases to fall

outside a symmetri
al interval 
entred at the expe
ted value. In other words, we 
an estimate the probability that the

number of pur
hases will be within a 
ertain symmetri
al interval. This form of the inequality is more 
onvenient in

many 
ases. For example, �nd an estimate on the probability that we have to buy at least 50 bottles. 50 di�ers from

the expe
ted value by 50− 14.7 = 35.3, and sin
e the random variable X 
annot have a value less than 6, Chebyshev's

inequality 
an be applied with ε = 35.3:

P
(

|X − 14.7| ≥ 35.3
)

≤ 38.99

35.32
,

whi
h is about 0.03. Hen
e the probability of having to buy more than 50 bottles is not large, 3 per
ent at most.

(What is the probability that 6 bottles will be enough? It does not take Chebyshev's inequality to �nd that.)

By using Chebyshev's inequality, we 
an establish that at least 74% of the a
tual numbers of pur
hases ne
essary

will be between 6 and 27, and we 
an be at least 89% 
ertain that 34 bottles will be enough for 
olle
ting all six


olours. (It is a great advantage of Chebyshev's inequality that it provides estimates for the probability by a very

simple and qui
k 
al
ulation. With the help of a good 
al
ulator (for example one with graphi
 display), we 
an easily

get the a

urate value of the probability as well. The true probability of less than 28 bottles needed to get the six


olours is a
tually more than 0.95.) Now we are ready to answer the original question: we need to buy 15 bottles on

average if we want to 
olle
t all six 
olours, but the number of bottles needed will only very rarely ex
eed 27. (The


han
es are less than 0.05.)

There is still one more question we have not yet studied: For what n will the probability pn, de�ned in Solution 1

be a maximum? Will that happen around the expe
ted value 14.7, or somewhere else? Those who have ever 
al
ulated

that the most probable number of rolls needed to get the �rst six on a fair die is 1 (however unbelievable that sounds

to someone who plays Aggravation) will guess that n 
annot be very big. If we 
al
ulate the �rst few values of pn
(starting with n = 6), we will �nd that the probability in
reases up to n = 11 and then it starts to de
rease. We will

show that if n > 10, then pn > pn+1 and thus the maximum of pn indeed o

urs at n = 11.
Our statement means that for every n greater than 10,

(

5

6

)n−1

− 5 ·
(

4

6

)n−1

+ 10 ·
(

3

6

)n−1

− 10 ·
(

2

6

)n−1

+ 5 ·
(

1

6

)n−1

>

(

5

6

)n

− 5 ·
(

4

6

)n

+ 10 ·
(

3

6

)n

− 10 ·
(

2

6

)n

+ 5 ·
(

1

6

)n

.
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Multiply the inequality by 6n:

6 · 5n−1 − 30 · 4n−1 + 60 · 3n−1 − 60 · 2n−1 + 30 > 5n − 5 · 4n + 10 · 3n − 10 · 2n + 5.

Writing rn = r · rn−1
in ea
h term of the right-hand side, the inequality 
an be rearranged as follows:

5n−1 − 10 · 4n−1 + 30 · 3n−1 − 40 · 2n−1 + 25 > 0.

The smallest value of n we 
onsider is 11. Substituting that, we get a positive number on the left-hand side. For

n > 11, introdu
e a new variable: let n = k + 12 where k is a natural number. Thus n− 1 = k + 11. By substitution

and applying the rules of indi
es, we have

511 · 5k − 10 · 411 · 4k + 30 · 311 · 3k − 40 · 211 · 2k + 25 > 0.

Sin
e 511 > 10 ·411 and 30 ·311 > 40 ·211, and in ea
h 
ase the larger 
oe�
ient multiples a larger number, the left-hand

side of the inequality is positive. Sin
e all steps 
an be reversed, the original statement is also true, and the maximum

of pn o

urs at n = 11.

When 
ontemplating our 
han
es to win the reward, we have more than our intuitive feelings to rely on. Knowing

the results, we 
an also guess if the behaviour of a 
ompany is fair. If experien
e 
ontradi
ts the 
al
ulated values, the

distribution of the 
olours may not be even. If so, it is not ne
essarily the manufa
turer's fault. If we always go to the

same shop, the delivery 
ompany may be the one to blame.
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